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Abstract

One appealing feature of diffusion models is their ex-
ceptional ability to generate diverse and high-quality im-
ages. Consequently, significant efforts have been invested
in editing real images using these pretrained diffusion mod-
els. These efforts typically involve finetuning the pretrained
model or inverting the image within the latent space of
the frozen pretrained model. However, these methods en-
counter two challenges: (I) They demand users to provide
a complete text prompt accurately describing every visual
object in the input image. (II) They result in unsatisfactory
outcomes for selected regions and unexpected changes in
non-selected regions. To tackle these issues, we propose
two enhancements for editing real images with a frozen
pretrained diffusion model: (I) We invert the real image,
and learn a CFG w embedding. This facilitates learn-
ing more precise structure maps and an approximate tra-
jectory for reconstructing the real image. Extensive ex-
perimental results on various images and prompt editing
demonstrate, both qualitatively and quantitatively, that our
method achieves more powerful editing capabilities com-
pared to existing and current works.

1. Introduction

Large-scale models, such as those highlighted in the
citations [28, 31, 29], have made significant strides ow-
ing to their exceptional realism and diversity. Current re-
search delves into the exploration of the text-guided dif-
fusion model for image editing. SDEdit [24], based on a
diffusion model generative prior, introduces noise to the in-
put, followed by denoising the resulting image to enhance
generative image realism. Despite these efforts, the gener-
ated image falls short of accurately preserving input image
details. Several studies [26, 3, 2] leverage the mask mecha-
nism for performing mask-specific image editing, allowing
users to achieve precise edits. However, the requirement
for additional masks makes the editing process less intu-

itive, necessitating users to provide a perfect mask and lim-
iting their flexibility. P2P [13] innovates prompt-to-prompt
image editing by exploring the cross-attention layer, elim-
inating the need for extra mask information. Meanwhile,
certain works concentrate on optimizing textual embedding
for image editing, categorized into global editing [9, 21, 19]
and local editing [4]. Despite these endeavors, complex im-
age editing remains a challenge, attributed to the fact that
the applied regularization is performed globally for the en-
tire image.

The transfer of diffusion model knowledge to real image
domains has been explored, focusing on finetuning either
the entire [18, 34, 30] or specific parts [20] of the network
to manipulate real images while preserving high semantic
and visual fidelity. Nevertheless, finetuning with only a few
examples, whether for the entire or a part of the genera-
tive model, faces challenges such as the cumbersome tun-
ing of model weights and catastrophic forgetting [38]. Re-
cent works [13, 11, 25] address these challenges by pre-
venting the updating of the pre-trained model, focusing on
optimizing conditional or unconditional inputs of the cross-
attention layers in the classifier-free diffusion model [15]
(e.g., Stable Diffusion model [29]). Textual Inversion [11]
optimizes the textual embedding of the conditional branch
given a few content-similar images, while Null-text opti-
mization [25] modifies the unconditional textual embedding
of the unconditional branch. However, these approaches
face challenges, including unsatisfactory results for selected
regions and unexpected changes in non-selected regions, as
well as the need for a user to provide an accurate text prompt
describing every visual object and their relationships in the
input image.

To address the aforementioned challenges, our approach
involves analyzing the role of the classifier-free guidance
scale (CFG Scale) mechanism. This analysis reveals that
the CFG dominates the output image structure. As a solu-
tion, we propose learning the CFG embedding, focusing on
CFG. Our method is built upon Stable Diffusion [29], and
we conduct experiments across various images and prompt
editing scenarios.
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Figure 1: Overview of the proposed method. our method is to learn cfg w when editing a real image.

2. Related work

Knowledge Transfer in Diffusion Models Several re-
cent studies have explored the realm of knowledge trans-
fer within diffusion models [18, 20, 30, 34] using a limited
number of images. Existing research, such as [30, 18, 34,
20], either fine-tunes pre-trained models or employs image
inversion in the latent space of the pre-trained model. For
instance, Dreambooth [30] suggests that training a diffu-
sion model on a small dataset (3-5 images) benefits signifi-
cantly from a pre-trained model, preserving text editing ca-
pabilities. Similarly, Imagic [18] and UniTune [34] rely on
interpolation weights or classifier-free guidance during in-
ference, except during fine-tuning. Another approach, pre-
sented by Kumari et al. [20], focuses on updating specific
parameters of the pre-trained model, specifically the key
and value mappings in the cross-attention layers. However,
updating the diffusion model inevitably sacrifices the text
editing capability of the pre-trained model. In our work, we
concentrate on real image editing using a frozen diffusion
model.

GAN-based Image Inversion with Knowledge Transfer
Early works [37, 17, 35, 42, 36] train a custom GAN and
perform image inversion with transfer learning. Image in-
version, which aims to project real images into latent spaces
for manipulation, is a well-explored concept with various
approaches [5, 8, 12, 16, 23, 39, 40, 44]. These methods
leverage pre-trained GANs for image manipulation, altering
output images based on target semantic attributes. Some ap-
proaches [1, 43] reverse images into the input latent space
of a pre-trained GAN, often StyleGAN, by optimizing la-
tent representations to reconstruct the target image. These
techniques involve fixing or updating the generator for re-
construction, yielding diverse outcomes in image restruc-
turing.

Diffusion Model-based Inversion Inversion techniques
for diffusion models can be performed by optimizing la-
tent representations [10]. For instance, DDIM [32] sam-
pling, as demonstrated by [10], can effectively reconstruct
real images. Other works [2, 3, 26] assume user-provided
masks to control applied changes, achieving both mean-
ingful edits and background preservation. P2P [13] intro-
duces a mask-free editing method, but it may lead to un-
expected results when applied to real images. Recent in-
vestigations focus on text embedding in the conditional in-
put [11] or null-text optimization in the unconditional input
(Null-Text Inversion [25]). Stylediffusion [22] optimizes
the input of the value linear network in the cross-attention
layers. Despite the editing capabilities afforded by com-
bining new prompts, challenges persist, including unsatis-
factory results in selected regions and unexpected changes
in non-selected regions. Moreover, these methods require
meticulous text prompt editing, demanding accurate inclu-
sion of all visual objects in the input image. Recent work
by Parmar et al. [27] introduces pix2pix-zero, aiming to en-
hance the accurate editing capabilities of real images. How-
ever, this approach initially requires computing the textual
embedding direction with a thousand sentences in advance,
adding a preliminary computational step to the editing pro-
cess.

3. Method

3.1. Diffusion Model

Text-driven diffusion models on a large scale, as exem-
plified by references [28, 29, 31], represent a category of
conditional generative models designed to approximate the
distribution of training data. Typically, these diffusion mod-
els optimize a denoiser network ϵθ based on UNet to predict
Gaussian noise ϵ. This optimization follows a defined ob-
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jective:

min
θ

Ez0,ϵ∼N(0,I),t∼[1,T ] ∥ϵ− ϵθ(zt, t, c)∥22

Here, zt signifies a noise sample corresponding to times-
tamp t ∼ [1, T ], and T denotes the number of timesteps.
The text embedding c is derived by a Clip-text Encoder Γ
with a given prompt p: c = Γ(p). Gaussian noise ϵ is
introduced to the image feature z0

1.
Our work builds upon the Stable Diffusion model [29].

Initially, both the encoder E and decoder D undergo train-
ing. Subsequently, the diffusion process unfolds in the la-
tent space. The encoder maps the image x to the latent
representation z0 = E(x), and the decoder D endeav-
ors to invert the latent representation z0 back to the image
x = D(z0). The sampling process is given by:

zt−1 =
√

αt−1

αt
zt +

√
αt−1

(√
1

αt−1
− 1−

√
1
αt
− 1

)
· ϵθ(zt, t, c), (1)

where αt is a scalar function. During inference, a random
noise image zT is denoised sequentially for a fixed number
of timesteps T (i.e., T = 50 in this paper) using the opti-
mized model ϵθ.
DDIM inversion. In the realm of real-image editing em-
ploying a pretrained diffusion model, the task involves re-
constructing a given real image by identifying its initial
noise. Drawing inspiration from the relevant study [13],
our approach, P2P [13], leverages the deterministic DDIM
model for image inversion. The generation of latent noises
follows a similar methodology, encapsulated by the process
defined as:

zt+1 =
√

αt+1

αt
zt +

√
αt+1

(√
1

αt+1
− 1−

√
1
αt
− 1

)
· ϵθ(zt, t, c). (2)

The DDIM inversion process generates latent noise that,
when fed into the diffusion process, approximates the input
image. While DDIM-based reconstruction may lack preci-
sion, it serves as a solid starting point for training, facilitat-
ing the efficient attainment of high-fidelity inversion [13].
Employing the intermediate results of DDIM inversion, a
method introduced by [25] optimizes the embedding in the
unconditional part of the Stable Diffusion Model. Specifi-
cally, during the inference stage, it aligns the denoised sam-
ple with the one produced by DDIM inversion at the corre-
sponding timestep. In our work, we adopt a similar mecha-
nism to train our model, drawing parallels to [7, 25].

In this paper, we introduce a novel use of DDIM sam-
pling [10, 32] for processing a given real image. This ap-
proach generates latent noises that, when introduced into
the diffusion process, yield an approximation of the input
image.

1Our focus in this paper is on the Stable Diffusion Model, which oper-
ates in the image feature space.

Algorithm 1 Our algorithm
Require: the features of the training images and the prompt
embeddings: {z0, c0}.
Middle results: With guidance scale w = 1 for the
classifier-free diffusion model, we use DDIM inversion to
produce {ẑj}(j = 1, ..., T ).
Output: CFG w.

Set guidance scale w = 7.5;
Initializing z̃T ← ẑT ;
for t = T, T − 1, . . . , 1 do

for k = 0, . . . ,K − 1 do
zt−1 ← z̃t;
ω ← ω − η∇ωL ;(Eq. ??)

end
Synthesizing z̃t−1;(Eq. 4)

end
Return CFG w

3.2. CFG W optimization

Method overview. For a given real image, our goal is to
obtain more accurate editing capabilities with a frozen pre-
trained model. We invert a real image into a textual embed-
ding c which is fed into the cross-attention layers. Given the
pair image feature z0 and textual embedding c0, We learn
the CFG embedding w̃. In addition, for the inverted im-
age we further improve the editing technique which is used
for the unconditional branch of classifier-free guidance, as
well as the conditional one, like P2P [13]. Our method is
illustrated in Fig. 1
Reconstruction Loss. Since the noise representations
({ẑ1, · · · ẑT }) provide an initial trajectory which is close
to the real image, we train the mapping network Mt−1 to
output the noise, which is close to the noise representations
(ẑt) with Eq. 1 [25]. The objective is

Lrec = minMt−1
∥ẑt−1 − zt−1∥2 , (3)

zt−1 =
√

αt−1

αt
z̃t +

√
αt−1

(√
1

αt−1
− 1−

√
1
αt
− 1

)
· ϵθ(z̃t, t− 1, c0), (4)

z̃t =
√

αt

αt+1
z̃t+1 +

√
αt

(√
1
αt
− 1−

√
1

αt+1
− 1

)
· ϵθ(z̃t+1, t, c0), (5)

At inference time, the initial input is z̃T = ẑT .

4. Experimental setup
Training details and datasets. We implement the pre-
trained Stable Diffusion model in our approach. For de-
tailed network information and additional results, refer to
Supplementary Material A. Our dataset comprises 50 ran-
domly collected image and caption pairs (with a resolu-
tion of 512× 51) from Unsplash (https://unsplash.
com/) and COCO [6]. The evaluation metric Clip-
score [14] gauges the quality of a prompt-edited image pair.
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Figure 2: Visualization of our method.

Metric Structure-dist↓ NS-LPIPS↓ Clipscore↑
*DDIM 0.094 0.3408 84.2%
SDEdit 0.044 0.2046 80.1%

Null-text 0.028 0.1114 77.8%
StyleDiffusion 0.022 0.0845 79.3%

Ours 0.021 0.0840 81.3%

Table 1: Comparison with baselines on three metrics. NS-LPIPS: non-selected LPIPS. *DDIM: DDIM inversion with word swap.

To assess the preservation of structural information post-
editing, we employ Structure Dist [33] for computing the
structural consistency of the edited image.

In this study, our focus is on modifying the selected re-
gion corresponding to the target prompt while preserving
the non-selected region. Consequently, evaluating changes
in the non-selected region post-editing becomes crucial. To
automatically obtain the non-selected region of the edited
image, we employ a binary method to generate the raw
mask using the attention map, followed by reversal to de-

rive the non-selected region mask. Utilizing this mask, we
calculate the non-selected region LPIPS [41] between a pair
of real and edited images, referred to as NS-LPIPS. A lower
score in NS-LPIPS indicates greater similarity between the
non-selected region and the input image.

Baselines. We conduct comparisons with the follow-
ing baseline models. Null-text [25] transforms real im-
ages along with corresponding captions into the text em-
bedding of the unconditional part of the classifier-free diffu-
sion model. SDEdit [24] introduces a stochastic differential
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equation for generating realistic images through an iterative
denoising process. Pix2pix-zero [27] (concurrent work) ed-
its real images to identify potential directions from source
to target words. In addition, we compare our method with
DDIM + word swap [27], which involves DDIM sampling
using an edited prompt generated by swapping the source
word with the target. For the comparisons, we utilize the
official codes of the baseline models.

5. Experiments

Qualitative and quantitative results. Fig. 2 presents a
our qualitative method. We first invert the real image, and
edit the given image by different prompt based on P2P. Our
method manages to generate high-quality images, such as
dog or cat faces (second column). For example, we are able
to the input image (left column) into different target images.
We could generate the target image with a similar pose as
the input images. Also, the background information is still
preserved. Our method successfully edits the target-specific
object resulting in a high-quality image, indicating that the
proposed method has more accurate editing capabilities.

We assess the effectiveness of the proposed approach us-
ing the gathered dataset. As shown in Table 1, the proposed
method attains the highest scores for both Structure distance
and NS-LPIPS, highlighting its superior ability to preserve
structural information. Regarding Clipscore, our method
outperforms StyleDiffusion and shows comparable results
to SDEdit. Specifically, DDIM with word swap achieves
the highest Clipscore. Notably, we observe that DDIM with
word swap not only alters the background but also modifies
the structure within the selected region.

6. Conclusions and Limitations

We present a novel approach for editing real images.
In this method, we transform the real image by feeding it
into CFG w embedding. This strategy allows us to pre-
serve the structure information and an approximate tra-
jectory for reconstructing the real image. Extensive ex-
perimental results on various images and prompt editing
demonstrate, both qualitatively and quantitatively, that our
method achieves more powerful editing capabilities com-
pared to existing and current works.
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